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 Microsoft Azure and Office 
365 Services Go Down in Texas Service Area

November 22, 2018 AWS Network Failure Takes Down 
Crypto Trading in South Korea

https://redmondmag.com/articles/2018/09/04/azure-office-365-down-in-texas.aspx

https://cryptochronicle.com/aws-network-failure-takes-down-crypto-trading-in-south-korea/
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72 ANALYZING CLOUD RELIABILITY AND AVAILABILITY

   4.4    RISKS OF SERVICE MODELS 

 Decomposing traditional IS/IT deployment into application consumers and infra-
structure - , platform, or software - as - a - service providers is fundamental to cloud comput-
ing (see Section  1.4 ,  “ Service Models ” ). To methodically characterize the roles and 
responsibilities of both cloud service providers and cloud consumers, we will apply 
the 8i    +    2d model to cloud computing and consider the implications for cloud 
consumers. 

   4.4.1    Traditional Accountability 

 Traditionally,  “ fi ve 9 ’ s ”  claims and expectations consider only product - attributable 
impairments (see Section  3.3.6 ,  “ Outage Attributability ” ) of individual systems (i.e., 
application software running on hardware). This was fair for both system suppliers 
and the suppliers ’  customers operating the system because the supplier took responsibil-
ity for what they directly controlled, and the customer (enterprise) retained respon-
sibility for both customer - attributable and external - attributable (e.g., force majeure) 
outages. This allocation of responsibility is visualized in Figure  4.1  by crudely overlay-
ing TL 9000 outage accountability from Section  3.3.6 ,  “ Outage Attributability, ”  onto 
the 8i    +    2d framework visualized in Figure  3.3  from Section  3.2 ,  “ Eight - Ingredient 
Framework. ”  Suppliers have responsibility for their hardware and software, as well 
as interworking with other networked elements via application protocols. Customers 

     Figure 4.1.     TL 9000 Outage Attributability Overlaid on Augmented 8i    +    2d Framework.  
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10 CLOUD COMPUTING

applications hosted on cloud services. Figure  1.1  visualizes the relationship between 
these service models.   

 The cloud computing service models are formally defi ned as follows.

    •       Infrastructure as a Service  ( IaaS ) .           “ [T]he capability provided to the consumer 
is to provision processing, storage, networks, and other fundamental computing 
resources where the consumer is able to deploy and run arbitrary software, which 
can include operating systems and applications. The consumer does not manage 
or control the underlying cloud infrastructure but has control over operating 
systems, storage, deployed applications, and possibly limited control of select 
networking components (e.g., host fi rewalls) ”   [NIST - 800 - 145] . IaaS services 
include: compute, storage, content delivery networks to improve performance 
and/or cost of serving web clients, and backup and recovery service.  

   •       Platform as a Service  ( PaaS ) .           “ [T]he capability provided to the consumer is to 
deploy onto the cloud infrastructure consumer - created or acquired applications 
created using programming languages and tools supported by the provider. The 
consumer does not manage or control the underlying cloud infrastructure includ-
ing network, servers, operating systems, or storage, but has control over the 
deployed applications and possibly application hosting environment confi gura-
tions ”   [NIST - 800 - 145] . PaaS services include: operating system, virtual desktop, 
web services delivery and development platforms, and database services.  

   •       Software as a Service  ( SaaS ) .           “ [T]he capability provided to the consumer is 
to use the provider ’ s applications running on a cloud infrastructure. The con-
sumer does not manage or control the underlying cloud infrastructure including 

     Figure 1.1.     Service Models.  
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Fault Handling = RAS (Four Pillars)
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